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A B S T R A C T 

This study explores the intersection of data privacy and artificial intelligence (AI) within 

the context of Indonesia’s evolving digital landscape. As AI technologies become 

increasingly embedded in key sectors such as healthcare, finance, education, and public 

services, the need for robust data protection mechanisms grows more urgent. The 2022 

enactment of Indonesia’s Personal Data Protection (PDP) Law marks a significant step 

toward safeguarding individual privacy rights and regulating the use of personal data in 

AI systems. However, challenges remain in ensuring compliance with legal principles 

such as transparency, purpose limitation, and user consent, especially as many AI 

models operate as opaque "black boxes." Through a comparative analysis of global data 

privacy regulations—including the GDPR, CCPA, and PIPL—this study highlights 

international best practices and their relevance to AI governance. A conceptual 

framework is presented to illustrate the foundational principles necessary for aligning AI 

development with data privacy standards. The study concludes by emphasizing the 

importance of a harmonized, ethics-driven regulatory approach that supports responsible 

AI innovation while protecting individual rights. Stronger collaboration among 

government, industry, and civil society is essential to achieving a secure, trustworthy, 

and inclusive digital future for Indonesia.  
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1. Introduction 

Artificial intelligence (AI) has rapidly become an integral part of 

digital transformation journey, powering innovations in sectors 

such as finance, education, health, and public services -[1] . At [3]

the heart of many AI systems lies the collection and processing of 

personal data, which, if not properly managed, can pose serious 

risks to privacy and individual rights. The benefits of AI—such as 

improved efficiency, personalized services, and data-driven 

decision-making—must be weighed against the potential for 

misuse, especially in a landscape where data governance is still 

maturing. In response to these growing concerns, Indonesia 

enacted the Personal Data Protection (PDP) Law in 2022, 

marking a significant milestone in the country's effort to 

strengthen digital rights and data privacy. The PDP Law aims to 

provide legal clarity around the collection, processing, and 

protection of personal data, including data used by AI systems. 

However, despite this progress, challenges remain in ensuring that 

AI technologies comply with the principles outlined in the law, 
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such as transparency, purpose limitation, and accountability. 

Many AI systems operate as black boxes, making it difficult for 

individuals to know how their data is used or to exercise their 

rights under the law. 

As AI applications become more embedded in daily life 

-[4] , the tension between technological innovation and data [8]

protection becomes more pronounced. For example, AI-based 

facial recognition in public spaces or algorithmic profiling in e-

commerce raises important questions about informed consent, 

data minimization, and fairness. Enforcement mechanisms under 

the PDP Law are still developing, and there is a need for stronger 

collaboration between government agencies, technology 

companies, and civil society to ensure AI systems are both 

effective and legally compliant. Ensuring data privacy in the age 

of artificial intelligence is not only a matter of regulatory 

compliance—it is a critical foundation for public trust and 

responsible innovation. The successful implementation of the 

PDP Law must go hand in hand with education, ethical standards, 

and robust technological safeguards. As Indonesia continues to 

embrace digital transformation, protecting personal data in AI 

systems will be essential to achieving a just, secure, and inclusive 

digital future for all citizens. 

2. Result and Discussion 

In an increasingly digital world, the protection of personal data 

has become a critical concern for individuals, organizations, and 

governments alike. To address these concerns, various countries 

have enacted data privacy laws aimed at regulating how personal 

information is collected, processed, stored, and shared. These 

laws not only establish the rights of data subjects but also impose 

strict obligations on data controllers and processors to ensure 

transparency, accountability, and security. The table below 

presents a selection of prominent data privacy regulations from 

different regions, highlighting their scope, year of enactment, and 

key provisions.  shows the key data privacy regulations Table 1

from various countries and regions, highlighting the year each law 

was enacted along with its core provisions. 

 

 

Table 1 - The key data privacy regulations from various countries and regions 

Regulation Name Country/Region Year Enacted Key Provisions 

General Data Protection 

Regulation (GDPR)  -[9]  [10]
European Union 2018 

Protects personal data of EU citizens; governs 

consent, access rights, right to be forgotten, etc. 

California Consumer Privacy Act 

(CCPA) -[11]  [12]
USA (California) 2020 

Grants consumers rights to access, delete, and opt-

out of the sale of their personal data. 

Personal Data Protection Act 

(PDPA) 
Singapore 2012 

Regulates collection, use, and disclosure of 

personal data by organizations. 

Personal Information Protection 

Law (PIPL) 
China 2021 

Establishes data processing principles, cross-border 

data protections, and individual rights. 

Data Privacy Act Philippines 2012 

Ensures the privacy of individuals’ personal 

information and sets obligations for data 

controllers. 

Protection of Personal 

Information Act (POPIA) 
South Africa 2021 

Covers data subject rights, explicit consent, and 

responsibilities of data processors and controllers. 

Law No. 27 of 2022 on Personal 

Data Protection 
Indonesia 2022 

Governs personal data protection across public and 

private sectors, data subject rights, and criminal 

fines. 

 

The table highlights how different countries have taken 

unique but converging approaches to personal data protection. 

The European Union’s GDPR, for instance, is widely considered 

the global benchmark due to its comprehensive scope and strict 

enforcement mechanisms. It introduced principles such as 

explicit consent, the right to be forgotten, and data portability—

ideas that have since influenced similar regulations worldwide. 

Likewise, the California Consumer Privacy Act (CCPA) 

represents a major step in U.S. state-level legislation, granting 

consumers the right to know, delete, and opt out of the sale of 

their personal data. These regulations emphasize user control and 

transparency, reflecting a growing demand for digital 

accountability in both public and private sectors. 

 

Other countries have followed suit, tailoring data 

privacy laws to fit their socio-political contexts. Singapore’s 

PDPA and the Philippines’ Data Privacy Act, for example, 

provide structured guidelines for organizations to manage data 

responsibly, while China’s PIPL takes a more state-centric 

approach, with strict provisions on cross-border data transfers 

and national security concerns. In Africa, South Africa’s POPIA 

and Indonesia’s Law No. 27 of 2022 signal a rising commitment 

to digital rights, placing greater emphasis on consent and 

enforcement. Together, these laws demonstrate a global trend: 

governments are increasingly prioritizing individuals' rights over 

their personal data, demanding higher standards of transparency 

and ethical responsibility from organizations in the digital age. 
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 Data privacy regulations outlined in the table have 

direct and increasingly significant implications for artificial 

intelligence (AI), especially as AI systems rely heavily on large 

datasets—often containing personal or sensitive information. 

One of the foundational principles across laws like the GDPR, 

PIPL, and CCPA is the requirement for a lawful basis to process 

personal data. For AI, this means that any data used for model 

training, prediction, or profiling must be collected and processed 

with explicit consent or under clearly defined legal grounds. This 

poses a challenge for AI developers, particularly when dealing 

with legacy datasets or data collected without specific user 

awareness. 

Transparency is another key area where privacy law 

intersects with AI -[13] . Regulations such as the GDPR [16]

require that individuals be informed about how their data is used 

and, in the case of automated decision-making, be given an 

explanation of how decisions are made. This has led to a 

growing demand for explainable AI (XAI) models, which can 

provide understandable reasoning behind outcomes like loan 

approvals, job recommendations, or healthcare diagnostics. 

Similarly, laws restrict decisions made solely by algorithms if 

those decisions significantly affect individuals—giving them the 

right to human intervention and review. 

Data minimization and purpose limitation principles 

also affect AI systems by requiring developers to only collect 

data necessary for a specific, stated purpose. This undermines the 

practice of indiscriminate data scraping or broad-purpose data 

aggregation for AI training. Additionally, global AI projects 

often involve transferring data across borders—something tightly 

regulated by laws like the GDPR and China’s PIPL. 

Organizations must ensure that such transfers meet international 

adequacy standards, which adds a layer of complexity when 

using cloud-based AI platforms hosted in different jurisdictions. 

Finally, data privacy laws grant individuals the right to 

access, modify, delete, or restrict the use of their personal data—

creating new technical challenges for AI developers. For 

instance, if a person requests deletion of their data, companies 

must be able to locate and remove that data even from trained 

models or derivative outputs. Some regulations also mandate 

conducting Data Protection Impact Assessments (DPIAs) before 

deploying AI systems that pose high risks to individual rights, 

such as facial recognition or automated profiling. This pushes 

organizations to adopt responsible AI practices, emphasizing 

ethics, accountability, and compliance as essential components 

of AI development. 

The visual model on  illustrates the core Figure 1

principles at the intersection of data privacy and AI regulation, 

focusing on four essential components: lawful basis for 

processing, transparency, data minimization, and data subject 

rights. At the center of the framework is a symbolic shield and 

padlock, representing the protective intent of these regulations. 

The arrows connecting each component emphasize that these 

principles are not isolated—they interact and reinforce one 

another. For example, a lawful basis for data processing cannot 

be meaningfully upheld without transparency, as users must 

understand how their data is used to give informed consent. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 – Simple Framework for Data Privacy and AI Regulation 

 

Starting from a lawful basis, organizations must justify 

the collection and use of personal data, especially when training 

or deploying AI systems. Transparency ensures that users are 

informed about automated processes, including profiling or 

algorithmic decisions. Data minimization limits the data 

collected to only what's necessary, discouraging large-scale 

harvesting without clear purpose. Finally, data subject rights give 

individuals control—allowing them to access, correct, or request 

deletion of their data. In an AI context, this framework guides 

ethical development, balancing innovation with individual rights 

and accountability. 

To build a more trustworthy and future-ready 

landscape, data privacy and AI regulations must evolve toward a 

harmonized, proactive, and technology-informed framework. 

This includes developing globally aligned standards that address 

cross-border data flows while still respecting local values and 

rights. Regulators should also promote privacy-by-design and AI 

ethics-by-default principles—encouraging developers to 

integrate privacy, fairness, and transparency into algorithms from 

the earliest stages. Additionally, regulatory frameworks must 

become more agile, capable of adapting to rapid advances in AI, 

such as generative models and autonomous systems, while 

ensuring that individuals maintain meaningful control over their 

data. Stronger public-private collaboration, continuous policy 

review, and investment in explainable and auditable AI systems 

will be key to securing both innovation and human rights in the 

digital age. 

 

4. Conclusion 

The intersection of data privacy and artificial intelligence presents 

both an urgent challenge and a unique opportunity for Indonesia 

and the global community. While the enactment of Indonesia’s 

Personal Data Protection Law signifies a promising step forward, 

the effective governance of AI technologies will depend on more 

than legislation alone—it requires a cultural and institutional shift 
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toward ethical data practices, transparency, and accountability. As 

AI becomes increasingly embedded in everyday services, 

maintaining public trust hinges on how well privacy protections 

are implemented and enforced. By embracing a balanced 

approach that supports innovation while safeguarding individual 

rights, Indonesia can build a more resilient, fair, and inclusive 

digital future—one where AI not only drives progress but also 

respects the dignity and autonomy of every citizen. 
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